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NLP and Language Documentation

Some of our most common tasks involve tasks that are 
repetitive, but that require very high levels of expertise.

Transcription Translation Annotation of 
corpora

Turning these 
into learning 

materials



LangDocumentation: Transcription

You need 50 hrs of 
work to transcribe 
one hour of audio 
(Shi et al. 2021)

This bottleneck 
slows down all 
other analyses.

The technology is far 
from perfect for English, 

but it does exist.



LangDocumentation: Analysis

Tagging corpora
(e.g. forced alignment, 
taggers and parsers)

Translating corpora
(translation exists for English)



LangDocumentation: Tools for Revitalization

Children’s books, 
dictionaries, public corpora

Tools (e.g. dictionaries, 
apps)
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Bribri

The Bribri language has 7K speakers in Costa Rica. It is vulnerable.



Bribri Grammar

SOV, Ergative Ye' tö     ù          sú
I     ERG  house  see-PST.PERF
I saw the house.

Inflectional morphology Ye' tö     ù          sawé 
I     ERG  house  see-PST.IPFV
I would see the house.

Complex demonstratives dù e' that bird
dù aí that bird [up there, nearby]
dù dià that bird [down there, far away]
dù se' that bird [that you can hear]

Numerical classifiers dù bö̀tk two-(flat) birds
aláköl bö́l two-(human) women



Bribri Data Sources

Oral Corpus
Sofía Flores: bribri.net

(~68 minutes of transcribed audio)

Existing publications
(from Costa Rican universities)

Total: ~90K words





13K speakers
+8K in NZ and AUS

Endangered in 
Rarotonga

Vulnerable in the 
other islands

Cook Islands Māori



Cook Islands Māori

Relatively few phonemes 5 vowels: a e i o u
9 consonants: k m n ŋ p r t v ʔ

Isolating morphology Kua tunu  au i      te   taro
PRF  plant  I   ACC the taro
I planted the taro.

Kua 'akaruke atu     te   au  kurī
PRF  leave      away the PL  dog
The dogs have left.



Data Source: Te Vairanga Tuatua

Large (dozens of hours)
Linguistically rich
Little annotation
Transcription is a major bottleneck
~4 transcribed hrs



Forced Alignment

Untrained forced 
alignment
(8% of error when finding 
the center of the word)



Forced Alignment and Vowels



Forced Alignment and Vowels

Teacher Tereapii Upokokeu from 
'Atiu, singing the “Glottal Stop Song”. 
USP, January 2019 >>

“I am proud and excited of how 
complex and sophisticated our 
language is. They always told me 
our language was simple and not 
as good as English, and I can see 
that that’s not true”

(Creating a virtuous circle
in NLP work).

https://www.youtube.com/watch?v=e89FAN5nUPw
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NLP for Indigenous Languages

There are fewer data to train systems.

Data are much more difficult (and expensive!!!) to generate

There is orthographic divergence.

We find complex sociolinguistic environments (e.g. code-switching).

English is not very morphologically rich. Languages with rich 
morphology have many more unique words, and therefore their 
corpora are more sparse.



NLP for Indigenous Languages

Machine 
Translation

Speech 
Recognition
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Speech Recognition

Transcription Bottleneck: 
You need 50 hrs of work to 

transcribe one hour of 
audio (Shi et al. 2021)

In the last 5 years there have 
been significant advances in 

NLP. This can help our 
documentation work.



Speech Recognition: Algorithms

Algorithms based on deep learning 
(e.g. DeepSpeech) try to classify 
sections of an audio recording and 
transform them into characters.



Speech Recognition: Algorithms

Contemporary Algorithms
(e.g. Transformers):
The input is codified into an intermediate 
representation. It is then transformed 
into an output.



Speech Recognition: Algorithms

Multilingual components (e.g. Wav2Vec2):
The algorithm is pretrained with knowledge from other languages.



Speech Recognition: Data

237 minutes (~4 hrs), 5033 files
36K total words, 2362 unique words
10 speakers (30-75 years old)
4 islands (Rarotonga, Tongareva, Ma'uke, 'Atiu)



Speech Recognition: CIM Results



Speech Recognition: CIM Results



Speech Recognition: Bribri Results

English So, you were young anyways, right? (CER 6, WER 43)

Original e' ta be' bák ia tsítsir wake'

Wav2Vec2 e'ta be' bák ia tsítsi  wake'

English So he left the place where his house was (CER 22, WER 67)

Original e'rö ie' r ë̀ ù ttö́ améat

Wav2Vec2 e'rö ie' rë́  ù jtö améat

English Well, you should start telling me why (CER 65, WER 100)

Original ma íkëne apàkö́mine tö ì kuéki

Wav2Vec2 mike na i apàkomie të

28 speakers 68 minutes
CER:   23±2 WER:  65±3



Speech Recognition: Cabécar Results

English Only Kál Kébla brought his log of wood, Jak Kébla brough his stone, the suita stone (CER: 7)

Original jíbä  kal kébla né wa ijé kalí dëká ják kébla né wa jí jákí ju kä dëlëká rä

Wav2Vec2 sibä kal kébla né wa ijé kalí dëká ják kébla né ya  jí jáki ju kä rëlëká rä

English So when he saw it, he turned his face and went to see her; she had the girl in her arms (CER: 12)

Original jéra ijé te i suáni ra ijé te jé suá ijé wätkáwa tkáu ijé     sua ijé    wa yaba ka yaba kala

Wav2Vec2 jéra ijé te i suáni ra ijé te jé suá ijé wäkáwa   ká   ijé jé suá jéijé wa yaba ká yaba kala

English They were exterminated, they said... It was not their fault, they were exterminated. (CER: 31)

Original ijéwá  wä́é̠lë́  ká jíyë́  kú̠na̠ ijéwá te i shë́ rä  wä́é̠lë́

Wav2Vec2 ijé wa wä́é̠lä ká i yë kú̠na̠ ijéwá      dishärí wä́é̠rä

12 speakers 53 minutes
CER:   22 WER:  53



Speech Recognition: Held-Out Speakers



Speech Recognition: Held-Out Speakers

Partition 5
Meaning:   From morning till night.
Target:   mei te pōpongi mai e pō
Inference:  mei te pupongi mai ēpo

  (CER=16, WER=50)

Partition 1
Meaning:   When we die we die, when we live we live.
Target:   mē mate tātou kua mate mē ora kua ora
Inference:   mē mati  tātou  kua mate me ora kua   ra

  (CER=8, WER=33)



Speech Recognition: Future Work

We have a working 
prototype of an ASR 
transcription system 

for CIM.

For Bribri and Cabécar we need 
to transcribe more recordings.
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Machine Translation

OpenNMT: Transformer with RNNs 
(recurrent neural networks)

<BOS>  RNNs    really      rock         !

Les        RNNs   sont   vraiment   cools        !       <EOS>

Les        RNNs   sont   vraiment   cools        !       <EOS>

Encoder

Decoder

Intermediate 
representation



Machine Translation: Data

10K Bribri-Spanish 
sentence pairs
(~90K words)



Machine Translation: Data Variation



Machine Translation: Data Variation

ãmìx    amì

          ãmĩ ̀



Machine Translation



Machine Translation: Future Work

We haven’t started this 
process in CIM.

We are testing 
unsupervised methods 
to improve Bribri and 
test Cabécar translation.
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Parsing

Automated syntactic analysis, or parsing, is used to create corpora 
and study the morphosyntax of a language.

This task includes Part-of-Speech Tagging.

how           you-all                    for-the-sun-to-rise



Parsing: Corpus

First step: Create a corpus of 
parsed structures, a Treebank.

(1) Assign POS and parse as   
constituent tree (CFG)

(2) Convert CFG trees into a 
dependency structure.

I                      for-the-sun-to-rise               well-very



Parsing: Corpus

Corpus created with CFG rules: 1570 words, 315 sentences.

Kéwe ta sa' tö tsiru' wö̀ tèke i tsakèke ¡é! i ma 
shkö́wèke síkwa ki të́rulewa , ékëpa i mèkettsa 
dìba a i sìne e' ta i kukèke , i wö̀ppèke ta , i wèke 
tabèchka kika ékëpa ta blôblô chkà , páköl chkà , 
e' mi , tsiru' chkà e' mèkeka bö' kika e' ta

First we cut the cocoa fruit, we split it, right? And 
we ferment it. You cut it over leaves, put it there 
and it dries in the sun. Then we toast it, we air it, 
and then we grind it in this machine. Then [you 
take] the sweet thing, the sugar, mix it with the 
cocoa and put it in the fire.

(B09h22m53s05sep2012-01)



Parsing: Evaluation

With the existing data we trained an automated parsing model (based 
on a multilingual BERT and UDPipe2).

UAS: 100%
LAS:  100%
UPOS: 100%

UAS: Unlabelled 
attachment score
LAS: Labelled
attachment score

3.sing                           was             rice                        to-eat

She was eating rice.



Parsing: Evaluation

With the existing data we trained an automated parsing model (based 
on a multilingual BERT and UDPipe2).

UAS: 0%
LAS:  0%
UPOS: 66%

UAS: Unlabelled
attachment score
LAS: Labelled
attachment score

hair                      yellow
Yellow hair



Parsing: Bribri Results

With the existing data we trained an automated parsing model (based 
on a multilingual BERT and UDPipe2).

Preliminary results:
UAS 85% ± 7%
LAS 81% ± 7%
UPOS 90% ± 3%



Parsing: Cook Islands Māori

We have begun the CIM parsing process (1035 words,
126 sentences). The tagger is about 92% accurate.

PRES                 like                    PRES        you          OBJ        the                   orange           ?

Do you like oranges?



Corpus so far: 126 sentences, 1035 words

E ꞌakatikaꞌia ana te aronga ꞌangaꞌanga The Cook Islands public servants are
o te kavamani Kuki Airani kia tere ki permitted to travel to meetings overseas.
te au ꞌuipāꞌanga maꞌata i akau roa. (Nicholas 2017:366, example 536b)

Parsing: Cook Islands Māori



Parsing: Future Work

We hope to release the CIM 
treebank in the next 6~9 months.

We are expanding the 
Bribri treebank to tag the 
oral corpus.
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Deploying Predictive Keyboards

Keyman keyboards have 
been the necessary tool to 

deploy them.
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Technology and Revitalization

A computer that knows 
the language will NOT 

revitalize the 
language.



Technology and Revitalization

Incorporating Indigenous 
languages into technology creates 
a positive impact, particularly 
amongst younger generations.

It helps create new 
usage domains and new 
communities.

“Use your Voice” Zapotec project (Lillehaugen 2016)

https://www.academia.edu/23523075/_Por_qu%C3%A9_escribir_en_una_lengua_que_casi_nadie_lee_Twitter_y_el_desarrollo_de_literatura_COLOV_2016_


Indigenous Communities and NLP

Useful tools: Predictive keyboards
Future tools: ASR Robots

On the Cook Islands, the CS people are 
working for the community.

In Costa Rica we are still facing
this challenge: How can we
transfer ownership of these
projects to the community?

Example: Data Sovereignty



Meitaki! Wë'ste! Thank you! ¡Gracias!
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